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Abstract

This paper proposes a method for reconstructing a 3D
scene structure by using the images reflected in a spherical
mirror. In our method, the mirror is moved freely within the
field of view of a camera in order to observe a surrounding
scene virtually from multiple viewpoints. The observation
scheme, therefore, allows us to obtain the wide-angle multi-
viewpoint images of a wide area. In addition, the following
characteristics of this observation enable multi-view stereo
with simple calibration of the geometric configuration be-
tween the mirror and the camera; (1) the distance and direc-
tion from the camera to the mirror can be estimated directly
from the position and size of the mirror in the captured im-
age and (2) the directions of detected points from each po-
sition of the moving mirror can be also estimated based on
reflection on a spherical surface. Some experimental results
show the effectiveness of our 3D reconstruction method.

1. Introduction

This paper proposes a method for 3D reconstruction of
a wide area from an image sequence capturing a spherical
mirror by a camera whose projection center is fixed. In the
field of computer vision, 3D scene reconstruction using im-
ages taken from different view points have attracted much
attention [1, 2]. Especially, as computers and cameras have
made remarkable progress in recent years, a large number
of methods for reconstructing a 3D scene from multiple im-
ages have been proposed[3].

One of the major approaches to 3D reconstruction from
multiple images is to use a static stereo vision [4, 5]. To re-
construct the whole 3D structure of a scene, a large number
of cameras must be employed for wide observation. How-
ever, conventional methods cannot employ a large number
of images because it is difficult to calibrate a large number
of cameras accurately. These methods, therefore, are not
appropriate for reconstructing the whole 3D structure of a

scene.

One of other approaches is to use an image sequence
taken by a moving camera, which is called shape-from-
motion [6, 7]. The method can recover extrinsic camera
parameters and 3-D positions of natural features simultane-
ously by tracking the 2D positions of the natural features
in multiple images of the sequence. Therefore, the method
allows us to move a camera freely and widely in order to
observe multidirectional images of a scene. A factorization
algorithm [8] is one of the well known shape from motion
methods that can estimate a rough 3D scene model stably
and efficiently by assuming an affine camera model. How-
ever, when the 3-D scene is not suitable for the affine cam-
era model, the estimated results (i.e., both of extrinsic cam-
era parameters and 3-D positions of feature points) are not
reliable. Therefore, this method is not suitable for recon-
structing a dense 3D structure in general. Although, some
other methods of shape-from-motion are based on a pro-
jective reconstruction method [9], most of these methods
reconstruct only a limited scene from a small number of
images and are not designed to obtain a dense structure. We
can summarize the above discussion as follows: The meth-
ods of 3D reconstruction from many images need an accu-
rate calibration of a large number of cameras or undesired
assumptions regarding camera/scene models, and thus these
methods become usually complex and/or unstable.

On the other hand, 3D reconstruction methods using re-
flection images acquired by capturing a mirror surface by a
camera have been also investigated [10, 11, 12]. Some of
these methods reconstruct 3D information by using the re-
lationship between real features, that are directly captured
by a camera, and virtual features, that are points observed
through a mirror surface [13, 14]. In these methods, both of
the real and virtual features of a 3D point must be captured
simultaneously by the camera in order to reconstruct its 3D
position, and thus the reconstruction environment is limited
to a local scene.

This paper proposes a 3D reconstruction method using
only a combination of a spherical mirror and a high res-
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Figure 1. Approach of proposed reconstruc-
tion method. A pan-tilt-zoom camera tracks a
spherical mirror which is moves freely.

olution video camera. The method obtains scene images
observed from multiple viewpoints by capturing reflection
images on a moving spherical mirror. Figure 1 shows a de-
sired practical example of our method. In this case, a pan-
tilt-zoom camera is employed to continuously observe the
high-resolution images of the spherical mirror. As a first
step, we used a pan-tilt camera to put our focus upon how
to reconstruct 3D information from the multiple reflection
images. Figure 2 shows an example image capturing the
mirror sphere with the high resolution camera (1600×1200
pixels) at 7.5 frames per second. The spherical mirror can
move on an arbitrary path, and the video camera captures
it continuously. Because only one camera whose projec-
tion center is fixed is used to capture a real scene in our
proposed method, calibration of multiple cameras is not re-
quired. Moreover, a perspective camera model is used and
there is not any limitation regarding the structure of an ob-
served scene in our method. Therefore, it is guaranteed that
the reconstruction result is reliable if the geometric configu-
ration (i.e., position) between a camera and a moving mirror
can be estimated accurately at each capturing moment. In
a practical way, the relative position of the spherical mirror
to the camera can be estimated accurately from the position
and size of the mirror in an observed image. Here, it should
be noted that the accurate intrinsic camera parameters must
be given for obtaining the precise position and size of the
mirror in the image, and the parameters are estimated in ad-
vance. of a pan-tilt-zoom camera. It means that the complex
calibration of the extrinsic camera parameters is not neces-
sary if the intrinsic camera parameters of one fixed camera
can be calibrated. In addition, our method is endowed with
the following advantages:

Figure 2. Example image captured by high
resolution video camera (1600×1200pixels,
7.5 fps).
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Figure 3. Flow diagram of proposed method.

• Since the images from many different views acquired
from reflection regions in the images are used, the oc-
cluded regions can be reduced.

• Since the camera focused on the surface of the spheri-
cal mirror, all images are observed clearly without de-
focusing. Therefore, the method can reconstruct the
3D structure of a scene with a large depth.

The rest of this paper is structured as follows. Section 2
describes the 3D reconstruction method using reflection im-
ages of a spherical mirror in the images captured by a fixed
camera. In Section 3, some experimental results with the
proposed method are shown. Finally, Section 4 summarizes
the present work.

2. 3D reconstruction from reflections of spher-
ical mirror

In this section, 3D reconstruction from an image se-
quence that captures a spherical mirror moving along an ar-
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Figure 4. Reflection region in the image.

bitrary path is described. We assume that a projection center
of a pan tilt camera is fixed and an observed scene is also
static. This calibration can be achieved by using [15]. Fig-
ure 3 shows a flow diagram of the proposed method. In the
proposed method, first, the region of the spherical mirror is
extracted from an input image sequence captured by a high
resolution camera at each frame in order to estimate the po-
sition of the mirror sphere in the camera coordinate system.
Next, feature points in the extracted regions of the spher-
ical mirror are detected and tracked in subsequent frames
in order to acquire the point correspondences between the
frames. Finally, the 3D positions of the feature points are
estimated by obtaining the directions of the feature points
in all the images and calculating the intersections of these
directions.

2.1. Experimental environments

We use the high resolution digital camera to increase the
resolution of the reflection region of spherical mirror. The
high resolution camera captures a spherical mirror moving
along an arbitrary trajectory as shown in Figure 1. As men-
tioned before, the proposed method does not need to cali-
brate the extrinsic parameters (i.e., the position and posture
in a world coordinate system) of the camera since only one
camera is used and 3D reconstruction is implemented based
only on the relative position of the spherical mirror to the
camera. What we have to do is only calibrating the internal
parameters of the camera for acquiring the exact projection
of the spherical mirror under the perspective projection. In
our experiments, the parameters are practically estimated
with the existing method[16] in advance.

2.2. Detection of spherical mirror

In order to acquire the relationship between the camera
and the mirror surface, the center and diameter of the sphere
in the input image are estimated by extracting the region
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Figure 5. Relationship between camera and
spherical mirror.

of the spherical mirror from it. If the spherical mirror is
observed by the camera, the camera itself is captured at the
center of the extracted region. By using this property, we
attempt to determine the center of the mirror sphere in the
input image. To make the problem simple, a color marker is
attached around the lens of the camera. The marker is then
tracked in the input images by using the color information
of the marker. First, in each frame, the region of the colored
marker is searched for around the position of the marker in
the previous frame. The center of the detected region is then
assumed to be the center of spherical mirror. Next, a circle
corresponding to the boundary contour of the mirror region
is determined by analyzing edge lines in the image. For
circle detection based on edge information, a large number
of methods have been proposed and they are also effective
for detecting the spherical mirror in our method[17].

2.3. Position estimation of spherical mirror

The 3D position of the spherical mirror in the camera
coordinate system is calculated from the 2D position of the
center and radius of the spherical mirror in the image, which
are estimated in the previous section. Figure 4 illustrates an
input image including the mirror sphere. Let Ci and Cm de-
note the centers of the image and the region of the spherical
mirror, respectively, as shown in Figure 4. Figure 5 shows
a cross-section diagram of a scene along the plane which is
determined by Ci, Cm and the center of the projection of
the camera. Let θ and ϕ denote the following angles:

θ :The angle between the 3D lines from the projection cen-
ter to the center of the sphere and the boundary of the
sphere.
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ϕ :The angle between the 3D lines from the projection cen-
ter to Ci and Cm.

Under the above condition, the following equations stand:

tan ϕ =
x′

f
(1)

tan(ϕ + θ) =
x′ + x′′

f
, (2)

where x′, x′′ and f denote the distance from Ci to Cm in the
image, the apparent radius of the spherical mirror, and the
focal length of the camera, respectively. Since x′, x′′, and
f are known, θ and ϕ can be calculated. Next, let r and d
denote the radius of the spherical mirror in a real world and
the distance between the projection center and the center
of the spherical mirror, respectively, as shown in Figure 5.
Now, the following equation stands:

d =
r

sin θ
. (3)

Therefore, if the radius of the sphere is known1, the distance
d can be estimated. The 3D position of the center of the
spherical mirror is then able to be acquired from d and the
direction of the center of the spherical mirror, which can be
also calculated from the image coordinates of the center of
the mirror sphere and f in the camera coordinate system.

2.4. Tracking of feature points

For 3D reconstruction, corresponding feature points be-
tween different images is required. Within the detected re-
gion of the spherical mirror, feature points detected in the

1In our experiments, the radius of the spherical mirror is precisely mea-
sured in advance.

Figure 7. Mirror region is triangulated based-
on tracked feature points with Delaunay tri-
angulation method.

first frame are tracked through subsequent frames in order
to obtain the point correspondences in the whole sequence.
In a frame, each feature point is searched for in an area in
which that point is in the previous frame. In our imple-
mentation, tentative feature points are extracted by interest
operator [18] in the first frame, and these points are then
tracked by using a template matching approach.

2.5. 3D reconstruction of feature points

Next, the 3D directions of the detected feature points are
estimated for 3D reconstruction. The directions can be esti-
mated based on (1) the relationship between the camera and
the spherical mirror and (2) a normal vector of the mirror
surface in which the feature point in the image is headed
from the projection center to the spherical mirror as shown
in Figure 6. The direction Vr from the center of the spheri-
cal mirror to the 3D feature point can be calculated by using
the viewing vector Vray and the normal vector VN at inci-
dent point on the mirror surface as follows:

Vr = −2(VN · Vray)VN + Vray. (4)

With the above equation, the 3D line passing through
each feature point can be determined in all the frames. The
3D position, which has the smallest summation of the dis-
tances to the 3D lines passing through corresponding points
in the images, is considered to be the position of that fea-
ture point in space. Finally, in order to reconstruct the 3D
scene, the image is triangulated by the feature points with
Delaunay triangulation method as shown in Figure 7.

3. Experiments

We have carried out the 3D reconstruction experiments
in an indoor scene illustrated in Figure 8. We have used an
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Figure 8. Experimental environment.

IEEE1394 camera (Pointgrey research: Scorpion) that can
capture 1600 × 1200 pixel images at 7.5 frames per sec-
ond, and a spherical mirror whose diameter is 101.6mm. In
this experiment, the spherical mirror roughly circles around
the camera on the horizontal plane as shown in Figure 8.
The sphere is tracked by the camera manually, and 32 im-
ages containing the spherical mirror are captured as shown
in Figure 9. The mirror sphere moving along an arbitrary
path is projected onto the input images. Figure 10 illustrates
the relationship between the positions of the spherical mir-
ror at different moments in the camera coordinate system.
The three axes colored red, blue, and green in Figure 10 in-
dicate the x, y, and z axes, respectively. Finally, the results
of 3D reconstruction are shown in Figure 11. Since the po-
sitions of a limited number of feature points are estimated,
the reconstructed model has a simple structure. However,
we can confirm that the appearance of the generated 3D
model is correct. In this experiment, the calculation time

of processes which include mirror detection, feature track-
ing and 3D model reconstruction is a few minutes with a
desktop PC (CPU P4 3.2GHz, Memory 1GB).

4. Conclusion

This paper has proposed a 3D reconstruction method us-
ing only reflection images of a moving spherical mirror
observed in images captured by a high resolution camera.
While the spherical mirror moves on an arbitrary path, the
camera captures it continuously. Because only one fixed
camera is used to capture a real scene in the proposed
method, the biggest advantage of our method is the feasi-
bility without complex calibration of the extrinsic camera
parameters.

To improve the performance of our proposed method, the
image resolution of the spherical mirror in an image (i.e.,
the size of the mirror in the image) should be higher. Em-
ploying a pan-tilt-zoom camera allows us to continuously
observe a moving mirror as large as possible. Accordingly,
we are developing a 3D reconstruction system by integrat-
ing the proposed method and a pan-tilt-zoom camera.
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